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Hall A & C
Counting House
Tips and Tricks

Brad Sawatzky
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Basic System Layout
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Hall A Counting House Systems
DAQ ServersOnline Analysis

adaq1
12 cores Xeon E5645

adaq2
12 cores Xeon E5645

5.5 TB
RAID-6

5.5 TB
RAID-6

Blue: RHEL6, 64 bit

adaqfs
8-core Xeon 

E5310 (2006)

1.7 TB
RAID-5

chafs
16-core Xeon 
E5620 (2011)

19 TB
RAID-6

Red: RHEL5, 32 bit (Legacy)

aonl4
32 cores Xeon E5-2650v2

aonl2
32 cores Xeon E5-2650v2

aonl3
32 cores Xeon E5-2650v2

aonl1
32 cores Xeon E5-2650v2

1 TB 
each

Networking:
Infiniband 

4xSDR=8 Gbps

compton
16 cores Xeon E5620

19 TB
RAID-6

hamoller
4 cores Xeon E5410
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Hall A Counting House Systems
DAQ ServersOnline Analysis

adaq1
12 cores Xeon E5645

adaq2
12 cores Xeon E5645

5.5 TB
RAID-6

5.5 TB
RAID-6

Blue: RHEL6, 64 bit

adaqfs
8-core Xeon 

E5310 (2006)

1.7 TB
RAID-5

chafs
16-core Xeon 
E5620 (2011)

19 TB
RAID-6

Red: RHEL5, 32 bit (Legacy)

aonl4
32 cores Xeon E5-2650v2

aonl2
32 cores Xeon E5-2650v2

aonl3
32 cores Xeon E5-2650v2

aonl1
32 cores Xeon E5-2650v2

1 TB 
each

Networking:
Infiniband 

4xSDR=8 Gbps

compton
16 cores Xeon E5620

19 TB
RAID-6

hamoller
4 cores Xeon E5410

adaq1
DAQ

hacweb7
EPICS

adaq2
DAQ

hapc1/hapc2
Scalers / HV

poltarac
Target Control

Shift Crew Machines
“Front Room”

Offline Expert Machines
“Back Room”
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Hall A Counting House Consoles

Front Room

Back Room

adaq2
hacweb7

poltarac
hapc1

hapc2

adaq1

aonlX

Shift Crew Here
ONLY DAQ and monitoring

programs should run
on adaqX machines

Offline Experts Here
All analysis should be done
on a-onl@aonlX machines

mailto:a-onl@aonl
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Hall C Counting House Systems

DAQ ServersOnline Analysis

cdaql4
HMS DAQ

cdaql5
SHMS DAQ

16 TB
RAID-6

Blue: RHEL6, 64 bit

cdaqfs1
12-core Xeon 

(will replace cdaqfs)

14 TB
RAID-6

cdaqfs
/home, /scratch

2 TB
RAID-5

Red: RHEL5, 32 bit (Legacy)

ccompt1
Compton DAQ

4.5 TB
RAID-1

cdaql3
Moller DAQ / Misc

cdaql1
40 core/Online Analysis

cdaql2
Miscellaneous

20 TB
RAID-6

hcdesk1
Shift Crew

hcdesk3
Shift Crew

hcdesk2
Shift Crew

hcdesk4
Compton/Moller

poltarcc
Target Control

Shift Crew Machines
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Hall C Counting House Consoles

← hcdesk1–4 →poltarcc

hcdesk* machines are used as
frontends to access the DAQ (cdaql[45])

and analysis machines (cdaql1) using
“go_*” scripts and/or ssh
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Hall Computing Do's and Don'ts!

Rules to live by so your colleagues
don't curse your name

Hall
Computing

Hall
Computing
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Donny Don't!

• Don't copy or write large files 
to any “home” directory.  This 
includes

→CODA files
→ROOT files
→tar or zip archives

• When these shared filesystems 
fill, many things break

→processes fail with corrupt 
output (not just yours!)

→machines may require 
rebooting (disruptive!)

→DAQ can die!

• Do use destinations like:
→/chafs/work*, 

/chafs2/work*
→/net/cdaq/*
→Use symlinks in local dirs

• Do use the tape silo:
→/mss/cache/hallX/...



10
Hall A & C Software Workshop  ●  June 2017

Donny Don't!

• Don't change global config files 
in common accounts (adaq, 
cdaq, a-onl, cvxwrks, coda, etc)

» ie .bashrc, .cshrc
• Don't change environment 

variables (ie.'setenv ...')
• Don't edit or save files in the 

global replay directories
• Don't run analysis on the 

DAQ machines
→All can have unexpected, 

and difficult to debug 
impacts on processes 
running behind the scenes

• Do use the appropriate 
machines and accounts

• Do use the JLab Farm:
» See next talk and/or
» Lunch seminar Wed
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Donny Don't!

• Don't use buggy/untested code 
in production environments

→If your code is:
» generating enormous 'log' files
» generating core.NNNN dumps
» littering hv.1.NNNN.tmp files
» pegging a core at 100% without 

good reason
» spewing warnings / debug info

→Then it needs fixing before 
the experiment

• Don't ignore warning in your 
replay scripts

→NEVER disable/hide 
warnings

• We've lost way too many 
beam hours ($$$ + data) to 
such problems.

• Poor saps have to come in at 
crazy hours to fix things, and 
hassle folks to clean up.

→Have mercy on us :-)
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• Remember the Hall 
Computers are shared 
machines

→Don't clutter CH screens 
with 100s of windows

→Don't shuffle windows 
around on Shift Crew 
Machines

→Clean up after yourselves
» Copy to tape, and/or 

remove obsolete files
» NEVER move or touch 

CODA data files though
– talk to Hall expert

Hall
Computing

Donny Don't!
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Online Help is Available
• Default web page on 

CH computers links to 
“How-tos” and pointers 
on Shift Crew Duties
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Online Help is Available
• Default web page on 

CH computers links to 
“How-tos” and pointers 
on Shift Crew Duties

• These are editable Wiki's

→If you see an error, 
please update it!

→If you don't, who will?
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Logbook Tips
• Always use concise “Subject”

» No log entries titled 
“problem” please...

→ Make clear entries that don't 
rely on being there to make 
sense

» We need to under-stand 
the entries months/years 
later

→ Clean up the “Re: Follow-up: 
Follow-up: Re: Follow-up: ...” 
garbage

» it is just noise
→ Manually link to relevant older 

entries
→ Use Tags fields

» DAQ, Analysis, Techs, ...

• HALOG, HCLOG are web 
based:

→ https://logbooks.jlab.org/book/halog

→ https://logbooks.jlab.org/book/hclog

• On CH computers, can 
also make entries via 
standalone tool:

» halog / hclog
→Simpler snapshots!

https://logbooks.jlab.org/book/halog
https://logbooks.jlab.org/book/hclog
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Logbook Tips

• HALOG, HCLOG are web 
based:

→ https://logbooks.jlab.org/book/halog

→ https://logbooks.jlab.org/book/hclog

• Help is worth reading

• Useful 'tricks'
→Use UPPER-CASE 

boolean logic in search
» ie. AND not and

→ Display Settings:
Hide Autologs

→ Useful Links

https://logbooks.jlab.org/book/halog
https://logbooks.jlab.org/book/hclog


17
Hall A & C Software Workshop  ●  June 2017

And, Most Importantly
• If you see something you don't 

understand...
→Ask someone
→Make a log entry
→Dig in and beat on the 

problem until it makes 
sense to you

» You're scientists – 
understanding weirdness 
is literally our business!
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